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ABSTRACT

We present MusicSem, a dataset of 32,493 language—audio
music descriptions derived from organic discussions on
Reddit. What sets MusicSem apart is its focus on capturing
a broad spectrum of musical semantics, reflecting how lis-
teners naturally describe music in nuanced, human-centered
ways. To structure these expressions, we propose a taxon-
omy of five semantic categories: descriptive, atmospheric,
situational, metadata-related, and contextual. Our motiva-
tion for releasing MusicSem stems from the observation
that music representation learning models often lack sen-
sitivity to these semantic dimensions, due to the limited
expressiveness of existing training datasets. MusicSem
addresses this gap by serving as a novel semantics-aware
resource for training and evaluating models on tasks such
as cross-modal music generation and retrieval.

1. INTRODUCTION

Music representation learning is central to music informa-
tion retrieval and generation [1,2]. While prior work has
primarily focused on audio-centric models [3-6], recent
advances in multimodal learning, particularly in aligning
text and audio, have enabled progress in tasks such as cross-
modal retrieval [7-9], music-to-text generation [10-12], and
text-to-music generation [13-16]. However, recent work
has shown that multimodal models often fail to capture the
user’s expressed intent in text descriptions of music [17,18].
This interpretation gap suggests that the language-audio
datasets used to train these models may not fully reflect the
broader and more natural forms of human discourse.

In this paper, we begin by formalizing the notion of
musical semantics and introducing a taxonomy that distin-
guishes five types of music captions. We then confirm
that many state-of-the-art generative and retrieval mod-
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els lack sensitivity to these semantic distinctions, partic-
ularly variations in atmosphere, context, situational cues,
and metadata-related aspects of user intent. Motivated by
this observation, we introduce MusicSem, a semantically
rich language-audio dataset derived from organic music dis-
cussions on the social media platform Reddit. The dataset
comprises 32,493 language-audio music description pairs,
with textual annotations that express not only descriptive
attributes of the music, but also emotional resonance, con-
textual and situational usage, and co-listening patterns. Mu-
sicSem distinguishes itself by capturing a broader spec-
trum of musical semantics than prior datasets used for
multimodal model training. As demonstrated in an ex-
tended version of this work, under review at the time of
writing, MusicSem also serves as a novel semantics-aware
resource for benchmarking cross-modal retrieval and gen-
eration models. The accompanying MusicSem website
provides access to the full dataset, detailed documentation,
and source code for data construction and experiments at:
https://music-sem-web.vercel.app/.

2. CAPTURING MUSICAL SEMANTICS

Capturing the nuances that contextualize a listening experi-
ence in textual descriptions is crucial for multimodal music
understanding. Consider, for example, a text-to-music gen-
eration or retrieval model and the following two prompts:
"This song is a ballad. It contains guitar, male vocals, and a
piano. It sounds like something I would listen to at church"
versus "This song is a ballad. It contains guitar, male vocals,
and a piano. It sounds like something I would listen to while
tripping on acid." While both descriptions specify identical
musical attributes, the situational context drastically shifts
our expectations of the corresponding audio.

In Table 1, we organize these contextual elements into
five categories, which we term musical semantics [19-21].
To quantify a model’s sensitivity to variations in semantics,
we conduct the following experiment. Given a language-
audio pair (¢;,a;) from a dataset, we construct a coun-
terfactual annotation £ by modifying the text according
to a semantic category x, e.g., "while at church" versus
"while tripping on acid". We sample 50 pairs from Music-
Caps [13] and generate counterfactuals for each semantic
category present in the captions (data available in our code-
base). We consider two metrics to assess sensitivity to
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Table 1. Categorization of different caption elements.

Category Description ‘ Example
Descriptive concrete musical attributes "I like the high pass filter on the vocals in the chorus, really makes harmonies pop."
Contextual other songs "Sabrina Carpenter’s *Espresso* is just a mix of old Ariana Grande and 2018 Dua Lipa."
Situational an activity or environment "I listened to this song on the way to quitting my sh**ty corporate job."
Atmospheric emotions and expressive adjectives "This song makes me feel like a manic pixie dream girl in a bougie coffeeshop."

Metadata-related | technical & background information | "This deluxe edition of this song was released in 2013 and it has three bonus hiphop tracks."

Table 2. Semantic sensitivity analysis of generative (top)
and retrieval (bottom) models. Best performance is in bold.
Superscripts d a s m and ¢ denote descriptive, atmo-
spheric, situational, metadata, and contextual, respectively.

Generative Model | G¢ G+ G G™ G
AudioLDM2 [16] 0.68 037 035 040 034
MusicLM [13] 0.50 036 042 039 035
Mustango [22] 0.62 027 025 026 0.32
MusicGen [14] 0.57 047 039 047 0.52
Stable Audio [15] 0.72 0.67 0.68 0.70 0.74

Retrieval Model (k = 10) | R* R* R® R™ R

LARP [23] 098 0.17 0.06 0.0 0.56
CLAP [7] 095 052 035 042 0.52
ImageBind [9] 084 039 035 038 041
CLaMP3 [8] 092 058 049 0.62 0.5

semantic shifts. For text-to-music generation, we define
G* =15 11— cosine(f;, f#)], where n is the number
of language-audio pairs, f; = M(t;) and f¥ = M(f¥) are
the outputs of the model M. For text-to-music retrieval, we
define R”@k = 1 3" [1— %], where A; = M(t;)
and A¥ = M(£¥) are the top-k retrieved audio candidates.
Results in Table 2 show that many state-of-the-art mod-
els exhibit substantially greater sensitivity to changes in
descriptive attributes than to shifts in atmospheric, situa-
tional, contextual, or metadata-related information. This
observation confirms the relative lack of semantic aware-
ness in their textual conditioning and highlights their limited
ability to capture the expectations implied by user intent.

3. THE MUSICSEM DATASET

To address this lack of semantic sensibility, we introduce
MusicSem, a novel dataset of language—audio music de-
scription pairs extracted from five English-language Reddit
threads featuring detailed user discussions across diverse
genres: r/electronicmusic, r/popheads, r/progrockmusic,
r/musicsuggestions, and r/LetsTalkMusic. The dataset aims
to capture more nuanced musical semantics to support the
training and evaluation of multimodal models in future
work. Its construction involved substantial effort to iden-
tify, extract, structure, and validate semantic content from
online discourse, combining LLM-assisted extraction with
human annotation and verification. A comprehensive de-
scription of this process is provided in our extended paper
and illustrated in the Demo section of our website.

The released dataset comprises 32,493 entries, each in-
cluding a Spotify ID and URL for audio retrieval, the source
thread, raw text, song and artist names, and semantics struc-
tured according to the taxonomy in Table 1. We also con-

Table 3. Statistics (top) and semantic diversity (bottom) of
MusicSem and two other language-audio music datasets.

Statistics

‘ MusicCaps [13]  Song Describer [24] MusicSem (ours)

# Entries 5,521 1,100 32,493

# Vocab. Words 6,245 2,824 22,738

# Music Genres 267 152 493
Category \ MusicCaps [13]  Song Describer [24] MusicSem (ours)
Descriptive 100% 94% 100%
Contextual 6% 8% 77%
Situational 41% 16% 48%
Atmospheric 57% 33% 64%
Metadata 28% 6% 64%

structed an unpublished test set of 480 entries for future
leaderboard use on our website. Table 3 shows the pro-
portion of entries containing each of the five semantic cat-
egories in MusicSem and two canonical language-audio
datasets. MusicSem consistently demonstrates broader cov-
erage across all categories, highlighting its semantic rich-
ness. It also exhibits a richer vocabulary, with a higher
count of unique words and music genres.

4. CONCLUSION AND FUTURE WORK

In conclusion, MusicSem reflects how listeners naturally de-
scribe music in nuanced and contextualized ways on Reddit.
By releasing this novel dataset, we aim to foster the develop-
ment of semantics-aware multimodal music representation
learning models. The website and extended version of this
work complement this two-page paper by providing addi-
tional comparisons with existing language-audio datasets,
detailed documentation of the Reddit thread selection and
dataset construction processes, discussion of our proposed
musical semantics taxonomy, and reflections on cultural rep-
resentativeness (e.g., the dataset reflects English-speaking
Reddit users, whose discussions may skew toward West-
ern, more opinionated, and niche community perspectives
than those of the general population [25,26]). They also
demonstrate how MusicSem can serve as a semantics-aware
evaluation resource, reporting comprehensive benchmark
analyses of state-of-the-art models on three key tasks: (1)
cross-modal music retrieval, (2) text-to-music generation,
and (3) music-to-text generation. In future work, we plan to
expand the scale and scope of MusicSem by incorporating
additional Reddit threads related to music, as well as con-
versations about lyrics and symbolic representations. We
also aim to extend our benchmarking efforts to new tasks
such as controllable music generation [27] and text-guided
music recommendation [28] using MusicSem.
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